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Introduction

Many of us inherit an infrastructure for coincidence 

counting, which involves the imposition of non-extending 

and/or extending deadtimes.

- coincidence counting rates, when using non-

extending deadtimes (NEDT), require corrections.

Historically, many corrections were proposed, including 

those of Campion (1959), Gandy (1961,1962), Hayward 

(1961), Bryant (1963), and later Cox-Isham (1977) and 

Cox-Isham-Smith (1978).
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Introduction

Here we discuss the Cox-Isham-Smith (CIS) correction.

CIS correction is exact for  = n or  = n, n integer.

CIS correction is highly accurate for  = s, s non-integ.

4th order in , and 3rd order in r, ;

Allows for - delays and out-of-channel effects.
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β-γ coincidence counting

NaI



A0
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Observed 

countrates

NEDT

NEDT



β-γ coincidence counting

 after   after 



β-γ coincidence counting

To count all  and  pulses in genuine coincidence, - 

and -pulse widths are chosen to be large enough for 

them to overlap if they are partners in a  genuine 

coincidence.

If a -pulse arrives before a coincident , make sure its 

width overlaps with the incoming .

r r

Coincidence window



Non-extendable deadtime



 : true countrate

R : observed countrate

=
R

1−R R =
𝜚

1+𝜏𝜚

p =
R

ϱ
=

1

1+τϱ
= 1 − τR Prob. of counter being open

1 − p = R Prob. of counter being blocked



Poisson process

 : true countrate

p = e−ϱt ∙ ρdt

What is the probability that the next event will occur 

within dt after t ?

0 t t+dt

No event

Probability of no pulse during t Probability of a pulse during dt



CIS coincidence correction

β





u


u u

u

1 2 3 4

-counter open

-counter open

-counter locked

-counter locked

-counter shut

-counter shut

pβγ qβ u qγ u qβγ uβ, uγ

Probability Probability density Prob. dens. Prob. dens.

u ∈ 0, τβ u ∈ 0, 𝜏𝛾 uβ ∈ 0, τβ
uγ ∈ 0, τγ





CIS coincidence correction

Time evolution of q(u)?

β



r 

u

u

-counter open

-counter has been locked 

for a duration u before the 

instant of interest

-counter becomes open after 

completing  just before 

instant of interest

-counter has been locked 

for duration u.

r
0 ≤ u ≤ τγ





CIS coincidence correction

Time evolution of q(u)?

β



r 

u

u

β


u

u

u





0 ≤ u ≤ τγ





CIS coincidence correction

Time evolution of q(u)?

β


u

u
u



qβ u + δu can be expressed in terms of q(u) and changes

or otherwise in the state of the system during [u, u+u]. 

qβ u + δu = qβ u ∙ e−ργδu + qβγ u, τγ δu

Probability of no pulse in 

-channel during u

Prob. density that 2-

counters are locked, 

 : u, and : .

0 ≤ u ≤ τγ

u







CIS coincidence correction

Time evolution of q(u)?

β


u

u
u



qβ u + δu can be expressed in terms of q(u) and changes

or otherwise in the state of the system during [u, u+u]. 

qβ u + δu = qβ u ∙ e−ργδu + qβγ u, τγ δu

Probability of no pulse in 

-channel during u

Prob. density that 2-

counters are locked, 

 : u, and : .

0 ≤ u ≤ τγ

u







CIS coincidence correction

Time evolution of q(u)?

β


u

u
u



0 ≤ u ≤ τγ

u



 - u

qβγ u, τγ = qγ τγ − u δu ρβ

Prob. dens. that -counter is 

open while -counter has been 

locked for  - u

Prob. of -pulse 

during u 





CIS coincidence correction

Time evolution of q(u)?

β


u

u
u



0 ≤ u ≤ τγ

u



 - u

qβ u + δu = qβ u ∙ e−ργδu + qγ τγ − u δu ρβ

= qβ u 1 − ργδu + qγ τγ − u δu ρβ

lim
δu→0

qβ u+δu − qβ u

δu
= q′β u = −qβ u ργ + qγ τγ − u ρβ





CIS coincidence correction

Time evolution of q(u)?

β



r

u

u

-counter open

-counter has been locked 

for a duration u before the 

instant of interest

-counter becomes open after 

completing  just before 

instant of interest

-counter has been locked 

for duration u.

r
τγ ≤ u ≤ τβ
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Time evolution of q(u)?

β



r

u

u

r
τγ ≤ u ≤ τβ



β


u



u
u

u





CIS coincidence correction

Time evolution of q(u)?

β





u
u

u

u τγ ≤ u ≤ τβ

qβ u + δu = qβ u ∙ e−ργδu + qβγ u, τγ δu

Probability of no pulse in 

-channel during u

Prob. density that 2-

counters are locked, 

 : u, and : .





CIS coincidence correction

Time evolution of q(u)?

β





u
u

u

u τγ ≤ u ≤ τβ

u - 

qβγ u, τγ = qβ u − τγ δu ργ

Prob. dens. that -counter is 

open while -counter has been 

locked for u - , within u
Prob. of -pulse 

during u 





CIS coincidence correction

Time evolution of q(u)?

β





u
u

u

u τγ ≤ u ≤ τβ

u - 

qβ u + δu = qβ u ∙ e−ργδu + qβ u − τγ δu ργ

= qβ u 1 − ργδu + qβ u − τγ δu ργ

q′β u = −qβ u ργ + qβ u − τγ ργ



CIS coincidence correction

Time evolution of q(u)?

q′
β
u = −qβ u ργ + ቐ

qγ τγ − u ϱβ if 0 ≤ u ≤ τγ

qβ u − τγ ϱγ if τγ ≤ u ≤ τβ



CIS coincidence correction

What is the time evolution of q(u)?

β

 r


r




u u

-counter open

-counter has been locked 

for a duration u before 

instant of instant of interest

-counter becomes open after 

completing  just before 

instant of interest

-counter has been locked 

for duration u.



CIS coincidence correction

Time evolution of q(u)?

β

 r


r




u u

β

 r
 

u u

u
u



CIS coincidence correction

β

 r
 

u u

u
u

qγ u + δu can be expressed in terms of q(u) and changes

or otherwise in the state of the system during [u, u+u]. 

qγ u + δu = qγ u ∙ e−ρβδu + qβγ τβ, u δu

Probability of no pulse in 

-channel during u

Prob. density that 2-

counters are locked, 

 : , and : u.



u

CIS coincidence correction

Time evolution of q(u)?

β

 r
 



u

u u

 - u

qβγ τβ, u = qβ τβ − u δu ργ

Prob. that -counter is open 

while -counter has been locked 

for  - u, within u



u

CIS coincidence correction

Time evolution of q(u)?

β

 r
 



u

u u

 - u

q′γ u = −qγ u ρβ + qβ τβ − u ργ



CIS coincidence correction

Summary

q′γ u = −qγ u ρβ + qβ τβ − u ργ

q′
β
u = −qβ u ργ + ቐ

qγ τγ − u ϱβ if 0 ≤ u ≤ τγ

qβ u − τγ ϱγ if τγ ≤ u ≤ τβ

Coupled differential equations are constrained by 

boundary, continuity and normalisations conditions.



CIS coincidence correction

qβ 0 = pβγ ϱβ − ϱc

Boundary condition

qγ 0 = pβγ ϱγ − ϱc

Prob. dens. 

that -counter 

just blocks 

while -

counter is 

open.

Prob. that 

both 

counters 

are open

Rate of 

unpaired 

-pulses





u

CIS coincidence correction

Continuity condition







qβ u + δt = qβ u − δt

- t

+ t

Just before

Just after

τβ = 2τγ





u = 

CIS coincidence correction

Continuity condition







qβ τγ + δt = qβ τγ − δt + pβγϱc

- t

+ t

Just before

Just after

τβ = 2τγ



CIS coincidence correction

Normalisation condition

pβ = pβγ + න

0

τγ

qγ u du

pγ = pβγ + න

0

τβ

qβ u du

Probability the -counter 

is open

Prob. dens. -counter is 

locked when -counter 

is open.



CIS coincidence correction

Observed coincidence rate

න

τγ−rβ

τγ

qγ u ϱβ න

0

u+rβ−τγ

e−ϱγyϱγdy du +

Rf = pβγ ϱβ − ϱc න

0

rβ

e−ϱγxϱγdx +

Rc = pβγϱc + Rf

pβγ ϱγ − ϱc න

0

rγ

e−ϱβxϱβdx +

න

τβ−rγ

τβ

qβ u ϱγ න

0

u+rγ−τβ

e−ϱβyϱβdy du



CIS coincidence correction

Assumptions about fortuitous coincidences


r

rA genuine 

coincidence, and 

no fortuitous coinc.



r

r
Two fortuitous 

coinc. at most



CIS coincidence correction

Assumptions


r

rA genuine 

coincidence, and 

no fortuitous coinc.



r

r
Two fortuitous 

coinc. at most

τγ ≥ rβ



CIS coincidence correction

Assumptions

τγ ≥ rβ and τβ ≥ rγ

τγ ≥ rγ and τβ ≥ rβ

max(rβ, rγ) ≤ min τβ, τγ

rβ + rγ ≤ min τβ, τγ



β



x 0 ≤ x ≤ rβ

r

r





ϱβ − ϱc න

0

rβ

e−ϱγxϱγdx

Type 1 fortuitous coincidences

CIS coincidence correction



β



u

r

r







y

r

0 ≤ y ≤ u + rβ- τγ

න

τγ−rβ

τγ

qγ u ϱβ න

0

u+rβ−τγ

e−ϱγyϱγdy du

Type 2 fortuitous coincidences

CIS coincidence correction



β



r

r






r

y = 0
u = τγ- rβ

u

Type 2 fortuitous coincidences

CIS coincidence correction



r



y = 0

u = τγ
r

Type 2 fortuitous coincidences

β r





CIS coincidence correction



r



r

y = rβ

u = τγ

Type 2 fortuitous coincidences

β r





CIS coincidence correction



CIS coincidence correction

Observed coincidence rate

න

τγ−rβ

τγ

qγ u ϱβ න

0

u+rβ−τγ

e−ϱγyϱγdy du +

pβγ ϱβ − ϱc න

0

rβ

e−ϱγxϱγdx +Rc = pβγϱc +

pβγ ϱγ − ϱc න

0

rγ

e−ϱβxϱβdx +

න

τβ−rγ

τβ

qβ u ϱγ න

0

u+rγ−τβ

e−ϱβyϱβdy du



න

τγ−rβ

τγ

qγ u ϱβ 1 − e−ϱγ u+rβ−τγ du +

pβγ ϱβ − ϱc 1 − e−ϱγrβ +Rc = pβγϱc +

න

τβ−rγ

τβ

qβ u ϱγ 1 − e−ϱβ u+rγ−τβ du

CIS coincidence correction

Observed coincidence rate

pβγ ϱγ − ϱc 1 − e−ϱβrγ +



CIS coincidence correction

Particular case r = r and  = 

q′γ u = −qγ u ρβ + qβ τ − u ργ

q′β u = −qβ u ργ + qγ τ − u ϱβ

qγ u = Aϱγ + Be−ϱ𝛾τe ϱ𝛾−ϱβ u

qβ u = Aϱβ + Be−ϱβτe ϱβ−ϱγ u

A and B determined with boundary and normalisation 

conditions.



CIS coincidence correction

Particular case r = r and  = 

A =
1

1 + ϱβτ 1 + ϱγτ

B =
1

1 + ϱβτ 1 + ϱγτ
∙

ϱc ϱβ + ϱγ e ϱβ−ϱγ τ

ϱβ − ϱc eϱβτ − ϱγ − ϱc eϱγτ

pβγ =
1

1 + ϱβτ 1 + ϱγτ
∙

ϱβe
ϱβτ − ϱγe

ϱγτ

ϱβ − ϱc eϱβτ − ϱγ − ϱc eϱγτ



CIS coincidence correction

Particular case r = r and  = 

q u

u

qβ u

q𝛾 u

pβγ ϱβ − ϱc

pβγ ϱγ − ϱc

0

First order expansion in u

Bryant and Campion formulae are premised on constant 

q(u) or q(u).



CIS coincidence correction

Particular case r = r (=r) and  = 

ρc =
෩Rc ϱβe

ϱβτ − ϱγe
ϱγτ

෩Rc ϱβe
ϱβτ − ϱγe

ϱγτ + pβpγ ϱβe
ϱβτe ϱγ−ϱβ r − ϱγe

ϱγτe ϱβ−ϱγ r

෩Rc = Rc − 2RβRγr

pβ =
1

1 + ϱβτ
pγ =

1

1 + ϱγτ



CIS coincidence correction

Particular case r = r and  = 

ρc =
Rc − rβ + rγ RβRγ

1 − Rβτβ 1 − Rγτγ 1 +
2Rcτmin − Rγrβ − Rβrγ

2 − Rβrβ − Rγrγ

Bryant 1963

Bryant’s formula obtains as a limit of CIS formula if  = .

For   , Bryant’s formula is a first order approximation 

(in  - ]) of CIS formula.



CIS coincidence correction

General case r  r and  >  ( = n  , n integer)

qγ u = A0
ϱγ

ϱβ
+

i=1

n

Ai
ϱγ + φi

ϱβ
e−φi u−τγ

qβ u = A0 +

i=1

n

Ai
ϱγ

ϱγ +φi

k

e−φi u−k∙τγ

u ∈ kτγ, k + 1 τγ k = 0, 1, … , n − 1

φi are n roots of 

ϱβ −φ ϱγ −φ
n
= ϱβϱγ

n



CIS coincidence correction

General case r  r and  > 

q u

u

qβ u

q𝛾 u

pβγ ϱβ − ϱc

pβγ ϱγ − ϱc

0

First order expansion in u

Bryant and Campion formulae are premised on constant 

q(u) or q(u).





CIS coincidence correction

General case r  r and  >  ( = s, s real)

qγ u = pβγ ϱβ − ϱc + B1u + B2u
2 + B3u

3

qβ u =

u ≤ τγ

u ∈ kτγ, k + 1 τγ k = 0, 1,… , s − 1

pβγ ϱβ − ϱc + C10u + C20u
2

if

qβ kτγ − δτ + C1k u − kτγ + C20 u − kτγ
2

if



CIS coincidence correction

General case r  r and  >  ( = s, s real)

ρc =
Rc − rβ + rγ RβRγ

1 − Rβτβ 1 − Rγτγ ∙ X rβ, rγ + Rcτγ ⋅ Y

X rβ, rγ = e−ϱγrβ + e−ϱβrγ − 1 − ϱβϱγ ⋅ ω rβ, rγ

ω rβ, rγ =
rβ
2

2!
1 − τγ ϱβ − δ s − 1 ϱγ +

rγ
2

2!
δ s − 1 + τγ ϱβ − δ s − 1 ϱγ −

rβ
3

3!
ϱγ 1 + δ s − 1 − ϱβ −

rγ
3

3!
2ϱβδ s − 1 + ϱγ δ s − 2 − δ s − 1



CIS coincidence correction

General case r  r and  >  ( = s , s real)

Y = 1 − Y1
τγ

2!
+ Y2

τγ
2

3!
− Y3

τγ
3

4!
+ …

Y1 = ϱβ + 2 − δ s − 1 ϱγ

Y2 = ϱβ
2 + 6 − 2sδ s − 1 ϱβϱγ +

6 − δ s − 2 − 5δ s − 1 ϱγ
2

Y3 = ϱβ
3 + 14 − 3sδ s − 1 ϱβ

2ϱγ +

36 − 2δ s − 2 − 25δ s − 1 ϱβϱγ
2 +

12 − δ s − 3 − 6δ s − 2 − 11δ s − 1 ϱγ
3



CIS coincidence correction

General case r  r and  >  ( = s , s real)

δ z = ቊ
1 − z , 0 ≤ 𝑧 ≤ 1
0 otherwise.

s =
τβ

τγ

4th order in  and 3rd order in r.



CIS coincidence correction

c estimates converge quickly with Y terms.

Monte Carlo simulated data

(Y1, Y2, Y3 = 0)

(Y2, Y3 = 0)

Y3 = 0)

Exact, for   = n*

Higher-order approximation with increasing 



β-γ coincidence counting

ρc =
Rc − rβ + rγ RβRγ

1 − Rβτβ − Rγτγ + Rcτmin 1 − Rγrβ − Rβrγ

Campion 1959

ρc =
Rc − rβ + rγ RβRγ

1
1 + ϱβrβ + ργrγ − ϱcτmin

− Rγ 1 − Rβτβ rβ − Rβ 1 − Rγτγ rγ

Gandy 1962

τmin = min τβ, τγ



β-γ coincidence counting

ρc =
Rc − rβ + rγ RβRγ

1 − Rβτβ 1 − Rγτγ X + RcτminY
CIS, 1977-8

ρc =
Rc − rβ + rγ RβRγ

1 − Rβτβ 1 − Rγτγ 1 +
2Rcτmin − Rγrβ − Rβrγ

2 − Rβrβ − Rγrγ

Bryant 1963

X ≡ X ρ, r, τ Y ≡ Y ρ, τ

4th order in  and 3rd order in r.



CIS coincidence correction

Comparison with alternative prescriptions  = 
Monte Carlo simulated data

Higher order CIS approximation breaks down as  → 1.



CIS coincidence correction

Comparison with alternative prescriptions  = 1.5*
Monte Carlo simulated data

Higher order CIS approximation breaks down as  → 1.



CIS coincidence correction

Comparison with alternative prescriptions  = 2*
Monte Carlo simulated data

Higher order CIS approximation breaks down as  → 1.



CIS coincidence correction

Comparison with alternative prescriptions  = 2.5*
Monte Carlo simulated data

Higher order CIS approximation breaks down as  → 1.



Fixed - delay

β



δ

r

r





Fixed delay between β- and γ-pulses 

β r

Beta pulses are delayed by a fixed delay δ ≤ rβ. 

Number of genuine 

coincidences is not 

affected



Fixed - delay

β



δ

r

r





Fixed delay between β- and γ-pulses 

β r

Beta pulses are delayed by a fixed delay δ ≤ rβ. 

Number of 

fortuitous 

coincidences is 

altered

x

0 ≤ x ≤ rγ



Fixed - delay

Fixed delay between β- and γ-pulses 

Formalism for calculating the observed coincidence 

rate is the same except that 

rβ → rβ
′ = rβ + δ

rγ → rγ
′ = rγ − δ

in the limits of the integrals, and the approximations.

rβ + rγ = rβ
′ + rγ

′

Effective resolving time



β



x

0 ≤ x − δ ≤ rβ

r

r





ϱβ − ϱc න

0

rβ

e−ϱγxϱγdx

Type 1 fortuitous coincidences

Fixed - delay

β r

β-first

δ

0 ≤ x ≤ rβ + 𝛿



Fixed - delay

β



x +δ

r

r





β r

x

γ-first

0 ≤ x + δ ≤ rγ
0 ≤ x ≤ rγ − 𝛿

ϱγ − ϱc න

0

rγ

e−ϱβxϱβdx

Type 1 fortuitous coincidences



Time-jitter effect

Time-jitter effect on the coincidence counting rate

In leading edge triggering, random fluctuations, changes in 

rise time or pulse shape cause variations in pulse timing.

Occurs in both channels but may regarded as a variable 

relative delay between - and -channels.

Beta- and gamma-countrates are unaffected but coincidence 

rate is affected by time-jitter.



Time-jitter effect

Accidental coincidences

rβ → rβ
′ = rβ + തδ

rγ → rγ
′ = rγ − തδ

തδ = න

δmin

δmax

δf δ dδ

In reality, time-jitter effect is more complex than simply 

averaging over a single relative delay distribution.

Monte-Carlo simulations show that except in the  =  case, 

effect of time jitter on accidental coincidence rate is very 

small.

Time-jitter effect on the coincidence counting rate



Time-jitter effect

Genuine coincidences

β



β

β

Jitter-delayed

Jitter-advanced

Loss of coincidences due to jitter

Jitter advance does not compensate jitter delay

Time-jitter effect on the coincidence counting rate



Time-jitter effect

Genuine coincidences

f(t)

t

σ

RcJitter−loss
= pβγϱc ∙ ρc ⋅

σ

3
⋅ ζ

ζ = ൝
1, 𝜏𝛽 = 𝜏𝛾 ,

0 𝜏𝛽 − 𝜏𝛾 > σ.

Measures the variability of 

time-jitter from the mean

Time-jitter effect on the coincidence counting rate



Time-jitter effect

Fixed delay and time-jitter effects

ρc =
෪Rc − rβ

′ + rγ
′ RβRγ

1 − Rβτβ 1 − Rγτγ ∙ X rβ
′ , rγ

′ + ෪Rcτγ ⋅ Y

rβ → rβ
′ = rβ + തδ

rγ → rγ
′ = rγ − തδ

෪Rc = Rc + pβγϱc ∙ ρc ⋅
σ

3
⋅ ζ

ζ = ൝
1, 𝜏𝛽 = 𝜏𝛾 ,

0 𝜏𝛽 − 𝜏𝛾 > σ.



Out-of-channel events

Taking into account out-of-channel events

Out-of-channel events

in-channel 

events

SCA

Excluding 

these 

events 

incurs DT 

in SCA



Out-of-channel events

General case r = r = r and  >  ( = s , s real)

ρcin =
Rcin − 2rRβRγin

1 − Rβτβ 1 − Rγinτγ ∙ X r + Rcinτγ ⋅ α ⋅ Y

X r ≃ 1 − r ϱβ + α ⋅ ϱγin +φ 𝑟

φ r =
r2

2!
ϱβ
2 + α ⋅ ϱγ ϱγin − α ⋅ ϱβ ϱγin 1 + δ s − 1 −

r3

3!
ቄϱβ

3 + α ⋅ ϱγ
2ϱγin −

α ⋅ ൟϱβϱγin ϱβ 2δ s − 1 − 1 + ϱγ δ s − 2 + 1

α =
ϱγ

ϱγin



Computer codes

Y = 1 − Y1
τγ

2!
+ Y2

τγ
2

3!
− Y3

τγ
3

4!
+ …

Y1 = ϱβ + 2 − δ s − 1 ϱγ

Y2 = ϱβ
2 + 6 − 2sδ s − 1 ϱβϱγ +

6 − δ s − 2 − 5δ s − 1 ϱγ
2

Y3 = ϱβ
3 + 14 − 3sδ s − 1 ϱβ

2ϱγ +

36 − 2δ s − 2 − 25δ s − 1 ϱβϱγ
2 +

12 − δ s − 3 − 6δ s − 2 − 11δ s − 1 ϱγ
3



Out-of-channel events

General case r = r = r and  >  ( = s , s real)

ρcin ≃
Rcin − 2rRβRγin + ρc pβpγργinr − Rcinτout

pβpγe
−ρβr + Rcin τγ − τout

pβ =
1

1 + ϱβτβ
pγ =

1

1 + ϱγinτγ + ργ − ργin τout

τout = min τβ, τγout



Computer codes

Codes that implement CIS correction

In Appendix E



Computer codes

Codes that implement CIS correction (Fortran)

 = n  , n integer



Computer codes

Codes that implement CIS correction (Fortran, C)

 = s, s non-integer



Computer codes

Codes that implement CIS correction (Fortran, C)

 = s, s non-integer,

out-of-channel events



Summary

Work with = n* or  = n*, n integer > 1, or near 

there.

Avoid using / or / ∈ 0.5, 1.9 .

If you intend using approximate and not exact CIS 

correction, eschew standardising  too high countrate 

sources ( < 100 kcps).



The End



CIS coincidence correction

Particular case r = r and  = 

sQβ s − qβ 0 = −Qβ s ϱγ + e−sτQγ s ϱβ

න

0

∞

e−stf t dt = F s න

0

∞

e−stf ′ t dt = sF s − f 0

sQγ s − qγ 0 = −Qγ s ϱβ + e−sτQβ s ϱγ

𝑠 + 𝜚𝛾 Qβ s = qβ 0 + e−sτQγ s ϱβ

𝑠 + 𝜚𝛽 Qγ s = qγ 0 + e−sτQβ s ϱγ

Laplace transforms of the diff. equations
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